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• Passive perceptions
• Epistemic uncertainty
• Active perceptions
• Increased complexity
• Generalizability
• Robots with LLMs
• Causal reasoning ability 

with distilled human 
knowledge inside

• In-context learning ability 
with few-shot prompts

Robotic Perceptions

Yellow block 
Orange block 
Gray block 
…

•Sound module 
•Similar modality descriptions for different materials 
•Quite different descriptions for the same material 

•Haptic module 
•Weight module

Start with scene 
description (with 
vision module)

I: task instruction 
Pick up the plastic cube.

Few-shot examples

C: The chosen command 
action will be carried out 
with motion planning.

F: Feeding back the multimodal 
response to the LLM and loop until 
the task is done.

Matcha ArchitectureWe propose the Matcha framework, 
comprising an LLM and multiple 
multimodal modules, enabling the 
robot to engage with its surroundings 
through high-level LLM planning.

*Random guess in principle: 33.33%

• NICOL robot
• Coppeliasim simulator
• LLM: OpenAI API text-davinci-003
• Works without any fine-tuning
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